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Abstract

Connected autonomy brings with it the means of significantly increasing vehicle Energy Economy (EE) through optimal Eco-Driving control. Much research has been conducted in the area of autonomous Eco-Driving control via various methods. Generally, proposed algorithms fall into the broad categories of rules-based controls, optimal controls, and meta-heuristics. Proposed algorithms also vary in cost function type with the 2-norm of acceleration being common. In a previous study the authors classified and implemented commonly represented methods from the literature using real-world data. Results from the study showed a tradeoff between EE improvement and run-time and that the best overall performers were meta-heuristics. Results also showed that cost functions sensitive to the 1-norm of acceleration led to better performance than those which directly minimize the 2-norm. In this paper the authors present an ultra-light heuristic method for generating optimal Eco-Driving traces for Connected Autonomous Vehicles (CAVs) which indirectly minimizes the 1-norm of acceleration. This novel method produces EE improvements in line with previously implemented meta-heuristic methods while executing in a fraction of the time.

Introduction

Optimal Eco-Driving control for CAVs presents an opportunity to leverage modern and near-future technology to improve individual vehicle and fleet efficiency. Eco-Driving, which is a strategy designed to reduce fuel consumption by minimizing accelerations and unnecessary braking events has been well known and has been shown to be effective when employed by human drivers [1]. Compared to human drivers, autonomous vehicles possess several advantages relevant to Eco-Driving. CAVs are able to precisely follow optimal driving traces, account for traffic information which is beyond line-of-sight, and do not require training time in order to implement new controls. Thus it is logical that Eco-Driving control on CAVs would produce significant efficiency improvements.

More than 10% of new passenger vehicles sold in the US currently are SAE level 2 autonomous or greater [2, 3] and the trend towards greater vehicle autonomy and greater reliance on vehicle longitudinal autonomy for normal driving is expected to increase in coming years. Similarly, the prevalence of communications infrastructure which will enable Vehicle to Everything (V2X) communication via the SAE J2735 protocol [4] should increase over the same time frame. Autonomous vehicles can simply replicate human Eco-Driving heuristics such as reducing maximum accelerations, maintaining longer follow distances, coasting towards red lights, and delaying braking but this type of control comes at the cost of causing individual vehicles to travel slower and take longer to reach their destinations. Optimal control can be used to enable vehicles to travel more efficiently while maintaining the same average speed over a given distance.

A great diversity of proposed optimal Eco-Driving algorithms exist in the literature. The reason for this diversity is the complicated nature of the problem and the many dimensional design space which results from it. In a previous study [5] the authors compared common optimal Eco-Driving trace generation methods seen in literature using a common framework and real-world traffic signal data. The methods implemented were Dynamic Programming (DP), Interior-Point Optimization (IPOPT), Genetic Algorithm (GA), and Particle Swarm Optimization (PSO). The results of the study indicated that the best optimal Eco-Driving trace generation method
Authors observed that, when using velocity sensitive cost functions including the 2-norm of acceleration (Acceleration L2 Norm (AL2N)), the road loads ABC equation [6] multiplied by velocity (Road Power Cost (RPC)), and a battery power equation based on the Future Automotive Systems Technology Simulator (FASTSim) calculation (Battery Power Cost (BPC)). The study found that the velocity sensitive cost functions allowed for more efficient traces to be generated than the 2-norm of acceleration cost function (Battery Power Cost (BPC)). The study found that the velocity sensitive cost functions allowed for more efficient traces to be generated than the 2-norm of acceleration cost function did for a 2015 Kia Soul Electric Vehicle (EV) model.

While performing the previously mentioned study, the authors observed that, when using velocity sensitive cost functions (RPC and BPC), the optimal solutions often resembled an attempt to "draw the straightest line possible" on a plot of distance vs. time. By contrast, when using the 2-norm of acceleration as the cost function, the solutions resembled an attempt to "draw the smoothest curve possible". This behavior could be explained in two ways. Firstly, the velocity sensitive cost functions are sensitive to velocity to the first, second, and third power but only sensitive to acceleration to the first power. Because of this, the solvers would be incentivized to lower velocity at all times even if this meant more and/or harder accelerations. Secondly, the vehicle model used in the study was an EV. Because EVs are capable of regenerating energy during decelerations the net EE penalty for accelerations was limited compared to an equivalent Internal Combustion Vehicle (ICV). These observations led to the hypothesis that an ultra-light algorithm could be developed which would mimic the optimal Eco-Driving traces generated using optimal solver methods but could execute in a fraction of the time that even the quickest optimal method could.

In this study the novel ultra-light heuristic method dubbed Indirect Net Power Minimization (INPM) is compared against best methods identified in the authors' comparative study [5] in terms of reduction of increase in EE over baseline and required computational time. A review of the current state of the literature is discussed in the Literature Review section, an overview of the optimal Eco-Driving trace generation problem and constraints is presented in the Problem Definition section, solver methods used in the study are explained in the Methods section, results are conferred in the Results section, and conclusions are given in the Conclusions section.

**Literature Review**

**Eco-Driving Trace Generation Methods**

In order to enable the practical implementation and commercialization of optimal Eco-Driver control, a method of generating optimal traces which provides credible improvements to EE and is computationally inexpensive enough to be used as part of a real-time control must be identified. Much research exists in the area of autonomous Eco-Driver controls and many methods for optimal Eco-Driver trace generation have been presented and evaluated individually. The methods presented may broadly be divided into optimal methods, metaheuristics, and rules-based methods. The optimal methods may be sub-divided into globally optimal methods, and non-globally optimal methods.

Proposed globally optimal methods are uniformly DP based. The optimal Eco-Driver trace generation problem is at least a 2-state, 1-control problem where the required states are velocity and position and the control is acceleration. A 2 state 1 control DP algorithm is presented in [2, 8] which directly optimizes a velocity trace to minimize fuel consumption while navigating around traffic signals. The primary issue with DP as an Eco-Driver control method is computational load. Using the "top-down" implementation [9] every possible combination of discrete valued states and controls must be evaluated at each time step which is challenging because the size of the problem increases exponentially with additional states and controls. The issue is commonly referred to as the "curse of dimensionality". This run-time issue is addressed by Maaria et al. in [10] where, from an initial 3 states, position, velocity, and State of Charge (SOC), the state space is ultimately reduced to just velocity. The state space reduction is accomplished in 2 ways. First, the SOC dynamics are removed from the problem which is demonstrated to have little impact on the results. Next, the position state is removed from the problem by instead formulating the optimization problem in terms of distance by using a tunable parameter-based cost to ensure that the final distance is reached at the correct time. This tunable parameter must be found for each solution via numerical root-finding. Overall this method, which can be thought of as a pseudo 2 state DP method, was implemented by the authors and found to execute in less time than 2 state 1 control DP for the same problem even though the pseudo 2 state DP algorithm had to run multiple times to find a solution. Maaria's results underline the computational cost increase associated with increasing the dimensionality of a DP problem.

A second variety of DP based Eco-Driver control is proposed by Mensing et al. in [11] which attempts to optimize the velocity of a vehicle following another vehicle using a 2 state 1 control DP formulation where the states are velocity and follow distance and the control is acceleration. This control is of limited practicality as it relies on future knowledge of the motion of the lead vehicle.

In order to be a real-time control any DP based method would have to be implemented in a Model Predictive Control (MPC) formulation. Many papers have proposed solver methods with DP in a MPC formulation which nominally allows DP based solvers to be used in a real-time context [12, 13, 14, 15, 16, 17, 18, 19]. Three of the cited papers presented their methods explicitly as real-time solver methods and included real-world validation studies. The first paper, [16], proposes an Approximate Dynamic Programming (ADP) solver used in an MPC formulation which is able to account for upcoming traffic signal information. The roll-out method is used to compute the cost-to-go function wherein the cost-to-go is approximated by a non-optimal policy rather than by interpolation as in a classical DP formulation. In the second paper, [17], Hellstrom et al. proposes a 2 state DP method for setting targets for the cruise control system on a semi truck.
traveling on a highway without traffic signals. This method was also validated on a real vehicle and, shown feasible to be implemented in real time. Finally, Bae et al. proposed in [20] an Eco-Adaptive Cruise Control (ACC) method which uses Vehicle to Infrastructure (V2I) information and DP to set velocity targets for a cruise control system for urban driving. In this formulation, the high level logic which sets the reference velocity requires multiple seconds to compute and thus executes at a significantly slower frequency than the lower-level controller which executes its own routine multiple times per second. It is notable that in order to utilize DP based methods as real-time controls the optimal solution has to be computed at a low frequency and the second-to-second operation of the vehicle has to be done by a cruise control system or, in the case of [16], the most computationally costly element of DP, evaluating the cost-to-go function, must be approximated by a non-optimal policy. It may also be possible to use optimal traces calculated a priori for given scenarios in a manner similar to the method presented in [21] for optimizing Hybrid Electric Vehicle (HEV) powertrain controls during acceleration events. In all scenarios it must be assumed that the ultimate behavior of the vehicle will not be globally optimal. One could reasonably conclude that globally optimal methods are not feasible for optimal Eco-Driving control in urban driving conditions.

There are also proposed methods for optimal controls which are not globally optimal. Two studies stand out in this space. A Model Based Reinforcement Learning (MBRL) method is proposed in [22] for optimizing motor power control for an electric vehicle subject to road grade but not traffic. The MBRL control was found to perform nearly as well as DP for the same problem. A second approach is [23] in which best interpolation splines [24, 25] and IPOPT are used to generate an optimal Eco-Driving trace in distance and time subject to lead and follow constraints. Used in an urban scenario, this method allowed for significantly greater EE to be obtained over a recorded baseline cycle.

Metaheuristics are also commonly seen in the literature. The most common of these metaheuristics are GA [26, 27, 28] and PSO [29]. In recent studies [30, 31, 32], GA methods applied to both conventional and electric vehicles showed fuel economy improvements. GA is well suited towards parallel processing which increases its potential for use in real-time controls. Although GA can be implemented onboard for real-time control using pure serial processing, the value of parallel computing for a GA method was demonstrated in [30] where significant reductions in run-time were achieved compared to serial processing. For Eco-Driving control, PSO was employed in various studies to optimize energy consumption for individual vehicles [33, 34, 35, 36] and to streamline vehicle platoon behavior at intersections [37]. A comparison of PSO with DP [36] found that PSO significantly under-performed DP in terms of EE but executed in much less time.

Rules-based methods form the last of the classifications. Rather than attempting to find a globally optimal solution for the vehicle’s future velocity, rules-based methods attempt to improve EE through the implementation of instantaneous control policies which limit inefficient behaviors such as accelerations, decelerations, and driving at high speeds. Such methods are relatively simple to implement while still being capable of yielding considerable fuel economy improvement [38, 39]. A common rules-based algorithm is the Intelligent Driver Model (IDM) [40] with several works presenting modified versions of the method in Eco-Driving simulations [41, 42, 43, 44]. Although non IDM rules-based methods appear in the literature [45, 46, 47], IDM and its derivatives dominate rules-based Eco-Driving literature and are often used as a baseline to compare against in optimal Eco-Driving literature.

Globally optimal and meta-heuristic methods require the evaluation of a cost function. In literature, the cost, J, is evaluated either directly through an energy consumption model or indirectly via a proxy metric. The advantage of directly computing energy consumption is that it should lead to a better solution. However accurate energy consumption models can be computationally expensive. The advantage of a proxy metric is that it is usually inexpensive to compute. The correlation between the proxy metric and energy consumption may not be very strong. It is common for the proxy metric to be acceleration based. The case for using an acceleration based cost function is made in several articles [48, 49, 50]. The authors found that proxy metrics based on the Road loads ABC equation [6] correlated with increased EE far better for EVs than purely acceleration based cost functions [5].

Eco-Driving Problem Assumptions

General agreement exists in the literature that optimal Eco-Driving control is likely to be integrated into CAV control systems as an upper-level target setting algorithm which informs a lower-level target matching speed control algorithm as illustrated in Figure 1.

Such a control scheme is likely because it allows for the integration of the Eco-Driving control with existing vehicle cruise control systems which rely on distributed computing [51]. Current vehicles equipped with ACC features generally use such a configuration wherein an Advanced Driver Assistance System (ADAS) controller provides targets to the cruise control which is hosted on a separate controller. Increasing autonomy will likely result in an increase in the size and power of the ADAS computing system on vehicles but not the overall framework. Reviewed papers which featured physical validation of optimal Eco-Driving control defined the control system similarly [16, 17, 20].

![Eco-Driving System Schematic](image-url)
The overline indicates an array containing values at multiple discrete time intervals. The goal of the optimization is to find the optimal Eco-Driving trace \( (U^n) \) such that \( f^* \) is equal to the global minimum value for \( f \).

Major differences exist between urban Eco-Driving and rural and highway Eco-Driving. Urban driving occurs at lower speeds and involves more frequent accelerations and periods of idling due to the prominence of signalized intersections. For rural and highway driving, Eco-Driving traces are largely influenced by speed limits and road grades where for urban conditions, Eco-Driving traces are mostly effected by speed limits and traffic signals. Because urban driving presents the greater opportunity for EE improvement the authors chose to focus on urban conditions. It is important that Eco-Driving vehicles do not violate the law or exhibit extreme and unfamiliar behavior. Unlawful or extreme and unfamiliar driving behavior is likely to result in traffic accidents and additional congestion [53, 54, 55]. In order to ensure that Eco-Driving vehicles behave within the range of normal driving behavior several constraints were applied to the optimization problem.

1. The ego vehicle cannot exceed the speed limit.
2. The ego vehicle cannot run red lights.
3. The ego vehicle cannot sit through a green light phase.
4. The ego vehicle cannot travel at an abnormally low average speed.

In order to address constraints 1, 2, and 3, an upper \( (B_U) \) and lower \( (B_L) \) boundary for the state vector were implemented. If the ego vehicle is the first vehicle in a queue then an upper boundary in position and time can be generated from SPaT knowledge as an inequality constraint,

\[
x(t) < B_U(t), t \in [0, T]
\]

where \( x \) is the vehicle distance along its route, \( B_U \) is the upper boundary which is a function of time, and \( T \) is the final time of the drive cycle. A lower bound on distance as a function of time is also defined as an inequality constraint,

\[
x(t) > B_L(t), t \in [0, T]
\]

where \( B_U \) and \( B_L \) are piece-wise functions of time based on the positions and phases of leading traffic signals. The upper bound and lower bound combine to form a "corridor" on the distance versus time diagram in which the vehicle must travel. An example of such a corridor is shown in Figure 2.

With respect to velocity, the ego vehicle velocity is required to satisfy the inequality,

\[
0 \leq v(t) \leq S_L(t), t \in [0, T]
\]

where \( S_L(t) \) is the road speed limit at time \( t \). For this study all traffic signal and speed limit information were derived from real-world data collected in 2019 and consists of traffic light phase and timing data from 19 traffic signals along a 4 mile route in downtown Fort Collins, CO. This data was collected by the authors and its collection is described in [56].

In order to address constraint 4, a final state penalty was applied where the vehicle had to reach a given distance by the end of the time allotted. In order to ensure that the required distance, and thus average speed, reflected normal driving, a

<table>
<thead>
<tr>
<th>Signal</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lead Vehicle</td>
<td>Relative location of confirmed lead vehicle</td>
<td>ADAS</td>
</tr>
<tr>
<td>Signal Phase and Timing (SPAT)</td>
<td>Phase and timing for subsequent traffic signals</td>
<td>V2I</td>
</tr>
<tr>
<td>Positions of Subsequent Traffic Lights (MAP)</td>
<td>Latitude and longitude coordinates for subsequent traffic signals</td>
<td>V2I</td>
</tr>
<tr>
<td>Speed Limit</td>
<td>Currently active speed limit for the ego vehicle</td>
<td>V2I</td>
</tr>
</tbody>
</table>

Another point of broad agreement in the literature is that optimal Eco-Driving control must be applied in a receding-horizon or MPC framework [12], [13], [14], [15], [17], [18], [19]. The optimal and metaheuristic methods reviewed require knowledge or assumptions about future conditions in order to compute an Eco-Driving trace. Information commonly called for includes future traffic signal information, speed limits, and road grade. The authors contend that the information contained in Table 1 is currently, or will in the near future be, available to all CAVs [52].

**Problem Definition**

One of the reasons that a comparative assessment of the Eco-Driving literature is difficult is that the problem definition varies between publications. In order to make an objective comparative assessment, a common method of assessment must be employed and this necessitates a common problem definition. The purpose of optimal Eco-Driving control is to minimize energy consumption over a given distance of driving. The problem can be stated as

\[
\min_U J(S_0, U) \tag{1}
\]

where

\[
J(S_0, U) = \Phi(S_N) + \sum_{k=1}^{N} \Psi(S_k, U_k) \tag{2}
\]

s.t.

\[
S_{k+1} = f(S_k, U_k), \quad k = 0, \ldots, N - 1
\]

\[
B_L(t) \leq S(t) \leq B_U(t) \tag{4}
\]

where \( \Psi(S, U) \) is the running cost, \( \Phi(S) \) is the final state cost, \( \bar{S} = [x, v]^T \) is the state vector containing the problem states position and velocity, \( S_0 = [x_0, v_0]^T \) is the initial values of the state vector, \( \bar{U} = [\bar{a}] \) is the control vector containing the control acceleration, \( J \) is the cost (energy consumption or a proxy for energy consumption) for \( S \) and \( U \), and \( B_L \) and \( B_U \) are vectors containing the constraints as described further in this section.

**TABLE 1** Data Available to CAVs

<table>
<thead>
<tr>
<th>Signal</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lead Vehicle</td>
<td>Relative location of confirmed lead vehicle</td>
<td>ADAS</td>
</tr>
<tr>
<td>Signal Phase and Timing (SPAT)</td>
<td>Phase and timing for subsequent traffic signals</td>
<td>V2I</td>
</tr>
<tr>
<td>Positions of Subsequent Traffic Lights (MAP)</td>
<td>Latitude and longitude coordinates for subsequent traffic signals</td>
<td>V2I</td>
</tr>
<tr>
<td>Speed Limit</td>
<td>Currently active speed limit for the ego vehicle</td>
<td>V2I</td>
</tr>
</tbody>
</table>
A simulation was run using a baseline control (IDM) and all other controls were required to reach the same distance that the baseline control reached at the final time-step.

**Methods**

In order to evaluate the effectiveness of the novel INPM heuristic, a comparison was made with three other methods. The three methods selected were DP, GA, and IDM. DP was chosen as a comparison point due to its ability to find globally optimal solutions. GA was selected because it performed best of the selected optimal and metaheuristic methods in [5]. IDM was selected as it is a non-optimal method often used for comparison. The selected methods are explained in the subsequent subsections.

**Intelligent Driver Model (IDM)**

The IDM, developed by Triebel, Hennecke, and Helbing in 2000 [49] is an Rules-Based Eco-Driving (RBED) method intended to enable agent based traffic modeling. This model represented a step improvement on previous car-following models as it was meta-stable, prevented collisions, and all parameters had physical interpretations. The IDM is formulated as follows:

\[ \dot{x}_i = \frac{dx_i}{dt} = v_i \quad (8) \]

\[ \eta = \left(1 - \left(\frac{v_i}{v_0}\right)^\delta\right) \left(\frac{s^* (v_i, v_{i-1})}{s_i}\right)^2 \quad (9) \]

\[ \dot{v}_i = \frac{dv_i}{dt} = \begin{cases} a\eta & \eta \geq 0 \\ b\eta & \eta < 0 \end{cases} \quad (10) \]

In this study only the optimal trace for the lead vehicle is considered. Thus the upper bound of the traffic light constraints is used in place of a lead vehicle with varying distances but always zero speed.

Parameter selection for IDM is important as it affects the efficiency of the generated trace. Those parameters which have the greatest effect on EE are \( a \), \( b \), and \( \delta \). An experiment was run on said parameters using 100 different constraint sets per case and a FASTSim [57] EV model. This experiment was a full-factorial design with the levels for \( a \) and \( b \) being 1, 5, and 9 m/s\(^2\) (this range encompassing virtually all passenger vehicle accelerations [58, 59]), and the levels for \( \delta \) being 2, 4, and 6. The EE results of this experiment were regressed onto the values for \( a \), \( b \), and \( \delta \) and interaction terms and the results are presented in Table 3.

The results of the regression analysis indicated that \( a \), \( b \), and \( \delta \) were significant terms which negatively effected EE while none of the interaction terms were significant. Thus,

\[ s_i = x_{i-1} - x_i - t_{i-1} \quad (11) \]

\[ s^* (v_i, v_{i-1}) = s_0 + v_i T + \frac{v_i (v_{i-1} - v_i)}{2 \sqrt{ab}} \quad (12) \]
values for $a$, $b$, and $\delta$ can be set independently. Several papers propose methods for setting these values or the values themselves. In literature the default value for $\delta$ is given as 4 [60, 40, 61, 62] and there is a reason to hold this assumption as still valid. National Renewable Energy Laboratory (NREL) produced a report in 2021 [63] which extracted 39,000 individual driving features (acceleration-from-stop, deceleration-to-stop, and cruise events) from collected driving data and fit IDM parameters to the data. Although the IDM model used by NREL is slightly differently formulated than in this paper, the results are, nevertheless, informative. NREL found clusters for $\delta$ at .88, 1.40, 1.75, 2.13, and 4.78, ultimately the paper recommends a value of 4 for $\delta$. Setting values for $a$ and $b$ was also based on literature where default values are generally given as 5 m/s$^2$ for both. The authors did not see any reason to deviate from these established values for baseline control. Since IDM parameter values can have such a major impact on EE, two IDM controls were defined. The first was Baseline IDM for which a set of normal driving parameters impact on EE, two IDM controls were defined. The first was given as 5 m/s$^2$ for both. The authors did not see any reason also based on literature where default values are generally $\delta$ and there is a reason to hold this assumption as still valid. National Renewable Energy Laboratory (NREL) is also differently formulated than in this paper, the results are, nevertheless, informative. NREL found clusters for $\delta$ at .88, 1.40, 1.75, 2.13, and 4.78, ultimately the paper recommends a value of 4 for $\delta$. Setting values for $a$ and $b$ was also based on literature where default values are generally given as 5 m/s$^2$ for both. The authors did not see any reason to deviate from these established values for baseline control.

2 State Dynamic Programming (2SDP)

The first optimal method discussed is 2 State Dynamic Programming (2SDP). In the case of optimal Eco-Driving control, which is a 2 state 1 control non-linear optimization problem with time varying constraints, 2SDP is a natural choice and it appears in multiple forms in the literature. The dynamics of the problem in discrete-time are represented by

$$v_{k+1} = v_k + u_k \Delta t$$

$$x_{k+1} = x_k + v_k \Delta t$$

The boundary violation cost function $J_{VC}$ is shown in equation (15), where the path constraints in $x$ are enforced by a squared error penalty function. The boundary violation cost is added to the running cost $\Psi(S_k, U_k)$ at each time-step.

$$J_{VC}(S_k, U_k) = \begin{cases} \beta_x (x_k - B_{L,k})^2 & x_k < B_{L,k} \\
0 & B_{L,k} \leq x_k \leq B_{U,k} \\
\beta_x (x_k - B_{U,k})^2 & x_k > B_{U,k} \\
\beta_v (v_k - 0)^2 & v_k < 0 \\
0 & 0 \leq v_k \leq S_{L,k} \\
\beta_v (v_k - S_{L,k})^2 & v_k > S_{L,k} \end{cases}$$

$$\Phi(S_k) = \beta_{FS} (x_k - x_{target})^2$$

where $x_{target}$ is the desired ending position and $\beta_{FS}$ is a weight.

**SPLINE GENETIC ALGORITHM (SGA)** The second optimal method discussed is the Spline Genetic Algorithm (SGA) method. The GA is employed to adjust the distances of knot points along a Piecewise Cubic Hermite Interpolation Polynomial (PCHIP) spline in distance and time. The spline is defined in equation (17).

$$\bar{S} = \text{PCHIP}(\bar{x}, \bar{t})$$

The running cost and final state costs are the same as that for DP and are shown in equations (15) and (16) respectively.

The dynamics of the problem are represented by

$$v_{k+1} = v_k + \pi_k \Delta t$$

$$\bar{x}_{k+1} = \bar{x}_k + \bar{v}_k \Delta t$$

The running cost and final state costs are the same as that for DP and are shown in equations (15) and (16) respectively.

For this study, the phenotypes optimized are $\epsilon$ vectors. The initial population is generated randomly with an initial guess inserted in place of one randomly generated phenotype. The GA method used employs sorted selection wherein the best phenotypes are selected for crossover and random mutation wherein a certain percentage of the total chromosomes from all phenotypes are changed to a random number each step. The method also employs elitist carry-over wherein the best phenotype is kept for the next step un-changed. The SGA method continues to run until several termination requirements are met including a minimum number of generations and convergence of both the best and mean trace costs.

**Road Power Cost (RPC) Cost Function**

For both 2SDP and SGA the cost is approximated using the proxy cost function RPC. The RPC cost function is based on the road loads ABC formula [6] multiplied by velocity. This cost function takes into account the impacts of viscous and aerodynamic drag in addition to acceleration, and is given by

$$J_{RPC}(\bar{S}, \bar{U}) = \sum_{k=1}^{N} [A v_k + B v_k^2 + C v_k^3 + m a_k v_k]$$

where $A$, $B$, and $C$ are the coefficients of the road loads equation and $m$ is the vehicle mass. For FASTSim vehicles, the road loads coefficients are not provided and hence were chosen as $A = 0$, $B = C_{Rrk}$, and $C = pC_{D}$ with $C_{Rrk}$ being the coefficient of rolling resistance, $\rho$ being the density of air, $F$ being the vehicle frontal area, and $C_{D}$ being the vehicle coefficient of aerodynamic drag. An approach related to RPC
has been studied in [64] under the name wheel power minimization.

Indirect Net Power Minimization (INPM)

The INPM method is designed to approximate the optimal Eco-Driving trace generated by an optimal method using a power based cost function. INPM accomplishes this by automating the process of "drawing the straightest line possible". Just as with the SGA method, the INPM works by modifying the knots of a PCHIP spline in position and time. In order to minimize run-time while ensuring that enough spline points are available to make a spline which can meet the constraints, the knot points are placed at the times of discontinuities in the upper and lower boundaries. The method is described in Algorithm 1.

INPM is a very simple and light algorithm which works by initially drawing a straight line from the start to the finish and then adjusting the positions of knots in order to avoid hitting boundaries or having to exceed the speed limit. The algorithm has two tunable parameters, the upper and lower boundary buffers which determine how close the vehicle can get to either boundary. An example of how the INPM method works is provided in Figure 3.

Vehicle Plant Model

For vehicle simulation NREL’s FASTSim [57] was selected. FASTSim is an efficient, accurate, and robust Python based 1-dimensional vehicle simulation which is commonly used in research. For this study a 2017 Chevrolet Bolt EV was selected as the vehicle of interest. The 2017 Chevrolet Bolt EV is a validated FASTSim model which is provided with the program [65]. The model parameters are shown in Table 4.

Results

The INPM method was compared against the 2SDP, SGA, and LAIDM methods in terms of two criteria:

1. Ability to produce energy efficient solution traces
2. Ability to produce solutions within acceptable levels of run-time.

Table 4 2017 Chevrolet Bolt EV FASTSim Model Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass</td>
<td>1758</td>
<td>kg</td>
</tr>
<tr>
<td>Frontal Area</td>
<td>2.845</td>
<td>m</td>
</tr>
<tr>
<td>Coefficient of Drag (C_d)</td>
<td>.29</td>
<td>N/A</td>
</tr>
<tr>
<td>Coefficient of Rolling Resistance (CRR)</td>
<td>.0073</td>
<td>N/A</td>
</tr>
<tr>
<td>Maximum Battery Storage</td>
<td>60</td>
<td>kWh</td>
</tr>
<tr>
<td>Wheelbase</td>
<td>2.6</td>
<td>m</td>
</tr>
<tr>
<td>Max Motor Power</td>
<td>150</td>
<td>kW</td>
</tr>
</tbody>
</table>
The methods were evaluated for their ability to generate 5 minute long Eco-Driving traces. Longer time horizons allow for the solvers to improve over baseline to a greater degree but also increase the optimization space for the solvers leading to rapid growth in run-times. The 5 minute time horizon was picked as a sufficient compromise. Although ultimately, any on-board implementation must be receding horizon based to account for changing information in real-time, this paper is only concerned with the efficacy of the INPM method compared to other methods for single evaluations.

**EE Improvement**

Each solver was evaluated for 100 pre-defined boundaries cases in order to evaluate the effectiveness of the solvers in terms of EE improvement. These pre-defined cases were defined by a selection of random starting times and locations on the phase map as shown in the Problem Definition section. The decision to run 100 cases per method was made in order to allow for the use of large sample statistics.

The results of the experiment in terms of EE and EE improvement over baseline are shown in Figure 4 and 5.

From Figures 4 and 5 an order in terms of relative performance for the different methods can be seen. As might be expected, the traces generated using the 2SDP method were the most efficient on average followed by the SGA generated traces. The performance of the INPM was worse, on average than that of the SGA method but better than that of the LAIDM even though the LAIDM method had the advantage of being able to reduce average speed over the drive cycle.

Because significant variance existed in the gross performance results for all studied methods as well as for the Baseline IDM method, the performance improvements showed a high degree of variances. When the boundary conditions are simpler (fewer knot points and/or wider gap between the upper and lower bounds) the optimal methods will outperform the baseline IDM to a greater degree than when the conditions are more complex. Simpler conditions allow for straighter traces to be drawn and the optimal control methods will find these low cost traces where the baseline will not. Thus the variances for EE improvement were large. In fact, even with 100 samples, the differences in performance observed between the SGA and INPM methods were statistically insignificant at 95% confidence as recorded in Figure 6.

The large variances in performance over baseline we

**Computational Load**

All methods for this study were implemented in Python 3 with the NumPy and Scipy libraries. All solvers were run-time optimized in Python and all are vectorized to the highest degree possible in order to minimize run-time [66]. Nevertheless, a specific outcome of the Python implementation is that Python has very limited parallel processing capability [67] which means that the authors were not able to experiment on the impacts of parallel processing. The computer used for simulation contained an AMD Ryzen 7 3700x 8-core multi-threading capable CPU with 16 gigabytes
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**Figure 4** Mean and standard deviation of EE for all methods.
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**Figure 5** Mean and standard deviation of EE improvement over baseline results for all methods. *All methods other than LAIDM maintain a set average speed, LAIDM traces may have lower average speeds than the others*
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**Figure 6** Significance of comparative results (P-values), purple indicates that the column significantly outperformed the row, blue indicates that the row significantly outperformed the column, green indicates the difference between the row and column was insignificant at 95% confidence.
of RAM and ran the 64 bit Ubuntu 18.04 LTS operating system with Python 3.8. All simulations were conducted on the same computer to ensure the integrity of relative runtimes. Even though Python is unlikely to be used for onboard implementation, the computational time results are of interest for the relative comparison of different methods in terms of computational time required. Figure 7 shows the relative run-times for each method and cost function.

There were stark differences in run time required to compute a single evaluation. It should be noted that the run-times observed are properties the methods. Assuming a fair comparison DP based methods will require more computational cost to compute a solution than meta-heuristics such as GA or heuristics such as INPM and IDM. As previously mentioned, the 2SDP, SGA, and INPM methods must be used in a receding horizon context and thus at each evaluation a whole trace must be computed. For IDM, only the acceleration for the next step must be computed. This taken into account, it is impressive that the INPM solver required only about 10 times as long to compute a single evaluation as the IDM method required. It is also worth noting the practical difference in required computational time between the INPM and SGA methods. While the INPM method could execute at a rate of 1000 Hz, the SGA method could only execute at a frequency of 10 Hz. One would expect that after conversion to a compiled language and runtime optimization, the computational time required for the INPM method might become trivial even on low power computers while achieving the same for SGA would likely require computers capable of highly parallel processing.

Conclusions

The significance of the INPM method is that it provides an ultra-light method for computing Eco-Driving traces which are similar to optimal Eco-Driving traces generated by much more computationally expensive methods. In this study the novel INPM method was used to generate Eco-Driving traces for a 2017 Chevrolet Bolt EV FASTSim model using real-world traffic signal data. The EE results generated using the INPM method were compared to a DP method, a GA method, and a low acceleration IDM method.

As compared to the DP and GA methods, the INPM method is a lower performing but significantly less computationally expensive alternative. The EE improvements generated using the EE improvement method were 56% as large as those generated using the DP method and 78% as large as those generated using the GA method. Simultaneously, the INPM method executed for a single evaluation on average in 1 hundredth of the time that the GA method required and 1 hundred-thousandth of the time the DP method required. Even as implemented in Python, the INPM method was capable of executing at 1000 Hz and, because it requires a for-loop, there is reason to suspect that the method could execute at even higher frequencies if converted to a compiled language. As mentioned earlier the results of the low

FIGURE 8  Comparison of Eco-Driving traces generated by the studied methods

FIGURE 7  Log Mean and standard deviations of run-times for all methods and cost functions

Trace Comparison

The differences in EE improvement reflect visual differences in generated Eco-Driving traces. A representative example is shown in Figure 8 for all methods with one set of constraints.

In general, the Eco-Driving traces improve over the baseline traces primarily by minimizing the speed reduction due to traffic signals. The traces generated by the heuristic method INPM and by the rules-based method LAIDM would also be more efficient than the baseline trace and for the same reasons. There are many local optima in the results space and many are very similar to the global optimum. Thus non-DP methods such as GA are likely to settle on a local optimum. It is notable from the example trace in Figure 8 how similar the INPM trace is to the 2SDP trace with RPC as the cost function. The purpose of the INPM method was to approximate the 2SDP trace based on a set of constraints and the method works best when the two are similar.
acceleration IDM method were not directly comparable to those of the other methods as the IDM method was not capable of maintaining a given average speed. However, the INPM method still significantly outperformed the low acceleration IDM method in terms of EE improvement. The difference in run-time for a single evaluation between the INPM and IDM methods was roughly a factor of ten in favor of IDM but the difference is likely of little practical value due to both methods being able to execute at greater than 1000 Hz.

That the INPM method significantly outperformed the low acceleration IDM method provides further evidence to the notion advanced in [5] that, for EVs, minimizing accelerations is insufficient as a proxy for Eco-Diving. Because of regeneration, EVs do not suffer the same net efficiency penalties due to acceleration events as ICVs do. Where minimizing acceleration tends to lead to Eco-Diving traces which are smooth-as-possible curves, minimizing chassis power tends to lead to traces which are straight-as-possible lines with sharper accelerations. Thus, it is significant that a method which directly attempts to draw straight-as-possible lines outperformed one which directly limits acceleration even though the latter also often reduces average speed.

In a previous comparative study the authors identified GA based methods for optimal Eco-Diving trace generation as the most promising of several commonly seen alternatives due to their combination of EE improvement and low run-time. The novel INPM method was shown to represent a small reduction in EE improvement performance from the GA method implemented but a major reduction in run-time. As part of a two-level optimal Eco-Diving control for CAVs, the INPM method is a good option to consider for implementation especially if computing power is a strong limitation.
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